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An epidemic model for rabies in raccoons is formulated with discrete time and spatial features. The
goal is to analyze the strategies for optimal distribution of vaccine baits to minimize the spread of
the disease and the cost of implementing the control. Discrete optimal control techniques are used to
derive the optimality system, which is then solved numerically to illustrate various scenarios.

Keywords: Rabies in raccoons; Discrete model; Optimal control; Vaccine
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1. Introduction

Several distinct rabies virus variants have been identified in wildlife in the United States,
with raccoons the most frequently reported rabid species. Raccoons are the primary vector
for rabies in the eastern United States [1]. Currently, 15 states distribute oral rabies vaccine
for raccoons. The vaccine is encased with a plastic package coated in fish meal and oil. When
the raccoon eats the bait, there is an immune response to the rabies antigen which creates
antibodies to fight off the disease [2]. We present methods here that consider the analysis of
spatial and temporal patterns for distributing vaccine baits. Our objective is to investigate the
effects of alternative bait distribution patterns on the spread of rabies among raccoons.
Rabies models have mostly used ordinary differential equations (ODEs) and partial dif-
ferential equations (PDEs). The papers by Murray and collaborators [3, 4] studied the spatial
spread of rabies among foxes in England using PDEs. Using the model from [4], Evans and
Pritchard [5] applied control of initial conditions in culling and quarantine to drive the popula-
tion to a desired profile. Coyne, Smith, and McAllister formulated an ODE system for rabies
in raccoons [6], which makes explicit the development of natural immunity to rabies and used
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this to evaluate culling and vaccination strategies. In this model, six classes were considered:
susceptible raccoons, infected but noninfectious raccoons that develop rabies, infected but
noninfectious raccoons that eventually develop immunity, rabid raccoons, raccoons that are
immune as a result of natural infection, and vaccinated raccoons. Both discrete deterministic
and stochastic models were analyzed by Allen, Flores, Ratnayake and Herbold [7]. Their mod-
els are structured with respect to space (m patches), age (juvenile and adults) and three disease
states: susceptible, infected and vaccinated. An SEIR (susceptible, exposed, infectious, and
recovered) model was developed to describe the spatial and temporal patterns of a raccoon
rabies epizootic in [8] by applying an ODE system at different spatial locations.

In a series of papers, Real and collaborators [9—11] developed a stochastic discrete-event
simulator for the spread of raccoon rabies for which the infection of geographic locations (e.g.
townships) occurred at a unique point in time. An infected township, 7, infects its adjacent
neighbor, j, atarate A;;. In addition, a township j, may become infected because of transloca-
tion of rabid raccoons at a rate ;. Heterogeneity was incorporated into the model by allowing
the local rates from the neighbors [A;;] and the rate of translocation [x ;] to be functions of
local habitat characteristics [ 11]. The stochastic simulator has been used to account for the past
epidemic spread of rabies [10, 11] as well as project patterns of spread into novel geographic
areas [9].

Optimal control has been recently applied to an epidemic model for rabies in raccoons [12],
using an SIR metapopulation model. Space is included through subpopulation arrangement
connected by movement. The optimal control vector gives the rate of vaccination in each
subpopulation that minimizes the infected class over all subpopulations, accounting as well
for the cost of administering the vaccine. The model did not include spatial distribution of the
vaccines within the subpopulation locations and the vaccine did not have dynamics. Vaccine
baits can be eaten by other animals or decay due to other factors, thus the amount of baits and
their location can be controlled and the amount of vaccine varies in time. In this work, we will
consider an SIR model which is discrete in time and space and includes vaccine dynamics.
The controls will give the amount and location of baits to distribute at each time step.

Optimal control theory for discrete systems is well developed [13, 14], but there are very
few applications with both space and time as discrete variables. Thus this work has a novel
control application in addition to providing a framework to analyze spatial control strategies.
Related problems that are discrete in time and space have been solved by extensions of linear
programming methods [15], but we feel that the optimal control tool developed here can handle
nonlinearities in the system well.

In the next section, we give our assumptions and formulate the model and the corresponding
control problem. In section 3, we derive our optimality system and characterize the optimal
control. Then some numerical results from solving the optimality system are given to illustrate
different scenarios.

2. The discrete rabies model

Our objective is to provide a simple, readily modified framework to analyze alternative spatial
control methods for vaccine distribution as it impacts the spread of rabies among raccoons.
The biological context is naive in that there is little physiological or behavioral detail in this
approach, with a few parameters governing these aspects. The epidemiological assumptions
are simple as well, with no variance in time from infection to death, and random mixing
assumed to be the only means of contact and transmission. The major assumptions, most of
which can be readily modified, are as follows.
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Time scale: there is no population growth or immigration in this formulation, so the scale
is assumed to be over a time period (within a season) over which birth and immigration do
not occur. Mortality occurs only due to infection and thus the overall population will decline
through time unless infection is stopped. The time step of each iteration is assumed to be that
over which all infected raccoons die (e.g. about 10 days).

Spatial scale: this is a discrete spatial model in which each spatial cell is uniform in size,
arranged rectangularly, and is large enough that it contains sufficient area for the random
mixing assumption within each cell to be reasonable. Thus, the size would be between that of
a typical activity range of a single raccoon to that of 40 raccoons or so.

Raccoon Structure: we consider raccoons as a group, not individually, broken down into
sub-groups of susceptible, infected and immune in each spatial cell. The variables count the
number of raccoons in each state in each cell at each time step. Fractions of each sub-group
move between states and locations. Thus the variables will not generally be integer-valued.
We assume the infected raccoons are able to transmit the disease. We assume the infected
raccoons die from the disease and do not acquire natural immunity.

Movement: raccoons are assumed to move according to a movement matrix from cell to
cell, initially assuming no density-dependence in dispersal so that a fixed matrix determines
what fractions of raccoons in each state move from a cell to other cells.

Transmission: random mixing occurs within each cell, independent of the raccoon structure
in the cell.

Vaccine: vaccine/food packets are assumed to be reduced each time step due to uptake by
raccoons, with the remaining packets decaying due to other factors, and additional packets
added at the end of each time step. Vaccination leads to a fraction of susceptible raccoons
moving to the immune class, based on the packets in each cell.

In our model with (i, j) denoting spatial location, ¢ time, there are four state variables for
each cell (i, j):

susceptibles = S(i, j, t)
infecteds = I(i, j, t)
immune = R(i, j, 1)
vaccine level = v(i, j, t)

Note that there are 4N? state variables, i, j=1,...,N.
Within a time step, the order of events is:

(1) movement: using the activity range-diameter and cell width to determine movement and
movement coefficients;
(ii) susceptibles develop immunity through encounters with vaccine packets;
(iii)) new infecteds arise from the interaction of the non-immune susceptibles and infecteds,
and old infecteds then die.

Note that infecteds from time step n die and do not appear in time step n + 1.

Raccoons are assumed to move according to a movement matrix from cell to cell, with
dispersal being distance-dependent. We use the following notation to denote the movement
terms in the model:

e susceptibles who moved into cell (i, j) at time ¢ = sum_S(i, j, t) = 211:1:1 Sk, 1, 1)
move_S(k, 1,1, j)

e infecteds who moved into cell (i, j) at time t =sum_I(i, j,t) = Z,]x,:l I(k,1,1)
move_I (k, 1,1, j)

e immunes who moved into cell (i, j) at ¢ =sum_R(, j, t) = ZZIZ] R(k,1,1)
move_R(k, 1,1, j)
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where move_S, move_/, move_R are the movement matrices for S, I, R, respectively. To be
specific, the coefficient move_S(k, [, i, j) denotes the proportion of the susceptibles in cell
(k, ) who will move into cell (i, j).

We briefly explain how we estimated movement coefficients. Using an activity range size
approximation of a square cell with width 2000 m, a raccoon can only move 2000 m vertically
or horizontally in one time step. We use the cell width to determine the possible movement.
If the cell width was 2000 m, we assumed that 95% of the raccoons stay in that location in
one time step. Only 5% of those raccoons would move. If the cell is smaller, we scale that
percentage to be proportionately lower based on area, i.e.

(side length)2

0.95
20002

After determining the proportion staying in location (k, /), we distribute the movement out to
the possible cells inversely proportionate to the distances to the target cells.
The dynamics for susceptible, infected, and immune raccoons and vaccine are:

v(, j, 1)

1m> Sum_S(i, j, l)
1 —e(v@, j,t)/v(, j, t) + K))sum_S(, j, t)sum_I (i, j, t)

_ , 1
p sum_S(i, j, t) +sum_R(, j, t) +sum_I (i, j, t) )

S(i,j,t—i—l):(l—e

where e is the effectiveness of a vaccine to a susceptible raccoon eating a bait. The term

v(i, j, 1)
v(i, j, 1)+ K

represents the saturation effect with respect to sero-conversion to the immune state from the
susceptible raccoons consuming the baits. The 8 coefficient is the transmission rate, and that
term is proportional to the fraction of infecteds (hence, the denominator).

1_ .7 .3t .7 .9t K _S .7 .7t _I .7 ’7t
1. joo+ 1) = p A=W 2 DR ) D & B)sum S0 Dun TG D - )
sum_S(, j,t) +sum_R(, j,t) +sum_I(, j, t)

where we assume time step ¢ is long enough (>7 days), so that before new infecteds move in,
the previous infecteds die.

-
RG, j, 1+ 1) = sum_R(, j, 1) +elv(:(]l‘:—t])’_:Ksum_S(i, 0, 3)
(i, j, 1+ 1) = Du(i, j, 1) max[0, (1 — ex(sum_SG, j, £) + sum_RG, j,1)))]

+ (i, j. 1), “4)

where D is the vaccine decay factor due to natural decay or other animals consuming the baits.
Our control variable c(i, j, t) is the additional vaccine packets added at location (i, j) and
time ¢. Notice there is no saturation effect for the vaccine consumed, and e; is the (weighted)
consumption rate of the vaccine taken up by the susceptible and immune raccoons.

In our numerical calculation, we assume the movement coefficients to be the same for
susceptibles, infecteds and immunes. Whether infected raccoons move more or less than other
raccoons is controversial, so the model could allow different movement coefficients. One
could insert a parameter which provides a mechanism for different per unit time-step contacts
within a cell between infected raccoons and those in other states than would occur from
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simple random mixing, if infected raccoons move more. (This parameter would enter in the
denominator of the infective terms.)

Our goal is to maximize the susceptible raccoons, while minimizing the infecteds and the
cost of distributing the packets, thus, our objective functional is

mcin (Z(I(m, n,T)—S(m,n,T)) + B Z c(m,n, t)2> , 5)

m,n,t

where T is the final time and c(m, n, t)? represents the cost of distributing the packets at cell
(m, n) at time ¢, and B is a balancing coefficient. To clarify, that minimization is taken over
our control set,

2 .
U=f{c=(cmn1)eRV " D0 <cm,nt)<Mwithmn=1,...,N,
t=1,...,T —1}.
Note that we assume vaccine distribution cost increases nonlinearly with vaccine distribution
density. We choose a quadratic cost for simplicity and other forms could be treated similarly.

Given initial conditions S(i, j, 1), I (i, j, 1), R(, j, 1),v(i, j, 1),i,j=1,..., N, we seek
an optimal control ¢* € U that minimizes the objective functional.

3. Hamiltonian and adjoint equations

We can apply the extension of Pontryagin’s Maximum Principle [16] to discrete systems to
find the necessary conditions that an optimal control must satisfy [14, 17]. An optimal control
exists due to the finite dimensional structure of this system.

We will calculate the necessary conditions that an optimal control and corresponding states
must satisfy. The adjoint variables are used to attach the difference equations to our min-
imization problem. As in optimal control of ordinary differential equations, we can obtain
the necessary conditions from the Hamiltonian. In the discrete case, at each time t < T, the
Hamiltonian is formed from the terms in the objective functional (at time ¢) and the adjoint vari-
ables (attime ¢ + 1) multiplying the corresponding right-hand side of the difference equations.
The Hamiltonian at each time ¢ is:

H(t) =B Zc(m, n, )%+ Z[LS(m, n,t+ 1)(RHS of S(m, n, 1 + 1) eqn)

+ LI(m,n,t +1)(RHS of I (m, n,t + 1) eqn)
+ LR(m,n,t+ 1)(RHS of R(m,n,t+ 1) eqn)
+ Lv(m,n,t 4+ 1)(RHS of v(m, n,t + 1) eqn)] (6)

where LS, LI, LR, Lv denote the adjoints for S, I, R, v, respectively.
To characterize the optimal control, we need to differentiate the Hamiltonian with respect
to the control at each (i, j, 1), i.e.
dH (1) . .
f:ZBC(I7jvt)+LU(lv.]7t+l):07 (7)
dc(i, j, 1)
then we have
1
C*(is ja l) Z_ELU(L jat+1)s (8)

subject to the upper and lower bounds on the controls.
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To obtain the adjoint difference equations, we must differentiate H (r) with respect to each
state. For notational convenience in calculating the adjoint equations, we define

Bl — (eyv(k, L, t)/v(k,[,t) + K))sum_S(k, I, t)sum_I (k, [, t)
Bterm(k, 1, t) = ©))
sum_S(k,l,t) +sum_R(k,Il,t) +sum_I(k,[,1)
and then calculate the needed derivatives. For example, two such terms are

dBterm(k, I, t)

DBS(k, 1, i, j, 1) =

983, j, 1)
g1 cvkln Ik, 1. 1)
= — — | Sum
vk, I,t) + K -

move_S(i, j, k, [)(sum_R(k, [, t) + sum_I (k, [, t))

X , (10)
(sum_S(k,1,¢t) +sum_R(k,[,t) +sum_I(k,[,¢))?
and
apt k,l,t
DBR(, 1, i, j, 1) = ek, 1.10)
OR(, j, 1)
eyv(k,l, 1)
=-fl1l—- —— Sk, 1,1 _I(k,1,t
ﬁ( okl 1 k) SumSk L sum Tk, 1, 1)
move_R(i, j, k, 1)
X . (11)
(sum_S(k,[,t) +sum_R(k, [, 1) +sum_I (k, [, 1))?
Then we obtain the adjoint system:
. dH (1)
LS@, j,0) = 77—
as(, j, 1)
. 0H (1)
LIG, jt)= ——7—,
al@, j, 1) (12)
. 0H (1)
LR(@, j, 1) = ——7—,
dR(, j, 1)
oH (t
LoG, j,1) = —2O_
av(i, j, t)
We illustrate two adjoint difference equations:
. 0H (1)
LS@, j,t) = ———F—
a8, j, 1)

9 ?t . .
= ; LS(m,n,t+1) [(1 — %) move_S(i, j, m, n)

— DBS(m, n, i, j, t)i| + LI(m,n,t+ 1)DBS(m,n, i, j,t)

4 LR( f4 D ev(m,n,t) SG. j )
m,n, ————move_S(@, j,m,n
vim,n,t) + K 1

—Dv(m, n, t)e;move_S(i, j, m, n),
+ Lv(m,n,t+1) if 1 > ey(sum_S(m,n,t) +sum_R(m,n,t));

0, otherwise,
(13)
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and

.. dH (1)
Lv(i, j, t) = m
—Keisum_S(i, j, t)

(@, j, 1) + K)?
y BKey sum_S(, j, t)sum_I (i, j, t)

(@, j, 1) + K)? (sum_S(, j, 1) +sum_R(, j, t) +sum_I (i, j, 1))
Keysum_S(i, j, t)

(@, j, 1) + K)?

:LS(i,j,t+l)|: i|+(LS(i,j,t+1)—L1(i,j,t+l))

+LRG, j,t+1)

D(l — ex(sum_SG, j, 1) + sum_R(, j, t))),
+ Lv@, j,r+1) if 1 > ep(sum_S(i, j, t) + sum_R(, j, 1)); (14)
0, otherwise.

To be rigorous, we can approximate the function max[0, -] to avoid its nondifferentiable point.
The transversality conditions (final time conditions) are

LSG, j,T)=—-1, LI(GG,j,T)=1, LRG,j, T)=Lv(,j T)=0, (15)

where the 1 and —1 come from the coefficients of the / and S terms at the final time 7 in
our objective functional. Note that the adjoint equations have final time conditions and step
backwards in time: the adjoint values at time ¢ + 1 are used to calculate the values at time ¢.

The optimality system consists of the state and adjoint systems together with the control
characterization

1
c*(, Jj, t)=max{M, min {O,—ﬁLv(i,j,t+1)H, (16)

where 0 and M are the lower and upper bounds for the control, respectively. Note that equation
(16) is frequently called the optimality condition.

4. Numerical results

We briefly describe the iterative method applied to numerically solve the optimality system.
Given a guess for the control and state values at the initial time ¢ = 1, the state system is solved
forward in time. The state and control values att = 1 directly give the states at time ¢t = 2, and
we continue to step forward to find the state values at each iteration. Then using those state
values, the adjoint system is solved backwards in time. The control characterization with the
newly calculated state and adjoint values is used to update the control. The process continues
until successive iterates of the states, adjoints and controls are sufficiently close.

We list here one set of parameter values used for the illustrations. At the end of this section
we discuss how those parameters affect the model and the constraints on the parameter values.
D =075 N=5,6=3,e =0.5,¢;, =0.01.

Notice when examining the figures below, the colorbar for each figure is different. Also the
whiter the colorbar, the larger the value is.
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4.1 Disease starts from the corner

We consider a 5 x 5 grid. Initially (+ = 1), the susceptible raccoons are homogeneously dis-
tributed with 20 in each cell except at the lower left corner, where we introduce 4 infected
raccoons, and keep 16 susceptibles there. The side of each cell is 1000 m for these illustrations.
So it requires at least two time steps for a raccoon to move diagonally across the grid.

First we give the numerical results without any control for time t = 2 to ¢t = 5. Figure 1
shows the susceptible and infected raccoons without control. The disease spreads from the
lower left corner to the upper right corner with the infected raccoons rapidly increasing.

6 6

5 5
g 5 15
£ 4 £ 4
2 3 10
7 3 7 3
® 2 ® 2 o

1 1

1 2 3 4 5 6 1 2 3 4 5 6
t=2, no control t=3, no control

6
0 o »
K4 2
21 2
a a
8 8
a3 ]
a a

2

1 2 3 4 5 6 1 2 3 4
t=4, no control t=5, no control

(a) Susceptibles: no control
6
") ")
° °
@ @
A A
(5] (%]
(4 (4
Y Y
£ £
1 2 3 4 5 6
t=2, no control
[} [}
° °
@ @
A A
(5] (5]
8 8
£ £

1 2 3 4 5 6
t=4, no control t=5, no control

(b) Infecteds: no control

Figure 1. Susceptible and infected raccoons, without control.
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Figure 2 shows the susceptible and infected raccoons with optimal control and cost
coefficient B = 0.5. The infected raccoons are reduced very efficiently.

Figure 3 shows the immune raccoons and optimal vaccine distribution. Vaccination efforts
decrease as time goes on. Notice we do not have any immune raccoons when ¢ = 2 because
we assume that no vaccine baits are already present at the initial time. The control adds baits
at time ¢ = 1 and those baits are in the vaccine variable at time ¢ = 2, which influences the
vaccine at t = 3 and so on. See equation (4).

6 6
:° I °
= 24
g; g,- 10
(7] 3 (2] 3
S »

2 2

1 1

1 2 3 4 5 6 1 2 3

t=2, B=0.5 t=3, B=0.5

6
(7] 5 ("]
o K
2 4 2
Q. Q.
3 ]
(7] 3 (7]
2 ?

2

1 2 3 4 5 6
t=4, B=0.5
(a) Susceptibles:

infecteds
N w BN (4] (o]

infecteds

e
N
SN
(¢)]
»

infecteds
N w ESN [6)] o

infecteds

-
N
w
SN
o

6

(b) Infecteds: B=0.5

Figure 2. Susceptible and infected raccoons, B = 0.5.
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immunes
immunes

t=2, B=0.5

immunes
immunes

1 2 3 4 5 6

(a) Immune: B=0.5

vaccine
vaccine

vaccine
vaccine

1 2 3 4 5 6

(b) Vaccine: B= 0.5

Figure 3. Immune raccoons and vaccine distribution, B = 0.5.

We also did the calculation for a much higher cost coefficient B = 5. In this case, we can
still control the disease efficiently, but not as well as when B = 0.5 because it is much more
expensive.

The optimal control for B = 0.5 and B = 5 are shown in figures 4 and 5. Only graphs for
time t = 1 and r = 2 are given here. In the beginning, control focuses on the area where the
infected raccoons are initially introduced and devotes more effort to the front of the disease.
Similar patterns arise for both values of B, but with large difference in magnitude due to the
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control
control

1 2 3 4 5 1 2 3 4 5
t=1, B=0.5 t=2, B=0.5

(a) Optimal Control: B= 0.5, t=1 (b) Optimal Control: B=0.5, t=2

Figure 4. Optimal control, B =0.5,¢ =1, 2.

6 6
55 0.9 55 0.9
5 0.8 0.8
4.5 0.7 45 0.7
4 0.6 0.6
2
3.5 05 € 3. 0.5
o
3
3 0.4 0.4
25 0.3 2.5 0.3
2 0.2 0.2
15 0.1 1.5 0.1
1 1
1 2 3 4 5 6 1 2 3 4 5 6

t=1, B=5 t=2, B=5
(a) Optimal Control: B=0.5, t=1 (b) Optimal Control: B= 0.5, t=2

control

Figure 5. Optimal control, B =5,¢t =1, 2.

greater expense to apply any control when B = 5. Notice no control is added in the final time
step, which is due to the transversality condition (15) and the control characterization (8).
The same results arise when the disease starts from one of the other three corners of the grid.

4.2 Disease starts from the middle

As another scenario, assume the susceptibles are homogeneously distributed with 20 in each
cell except at the center of the grid, where we introduce 4 infected raccoons, and keep 16
susceptibles there. Notice it only takes one time step for the disease to spread everywhere.
The optimal control for t = 1 and B = 0.5 is shown in figure 6. Control effort is focused on
the area where the infected raccoons are initially introduced, then the effort is reduced on the
adjacent cells, with no control applied for times r = 2, 3. The focus is on stopping the disease
where it happens, which is different from the strategy when the disease starts from the corner.

4.3 Inhomogeneous initial distribution

For a third scenario, we double the infected raccoons in the lower right corner relative to those
in the lower left corner. So initially susceptibles are homogeneously distributed with 20 in
each cell except at these two corner cells, we introduce 8 and 4 infected raccoons, respectively,
and keep 12 and 16 susceptibles there.
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Figure 6. Optimal control, disease starts in the middle, B = 0.5.

Figure 7 gives the susceptible and infected raccoons without control for ¢+ = 4, with more
infected raccoons spreading from the lower right corner. With control, figure 8 shows the
infected raccoons with the cost coefficient B = 0.5. The infecteds can be reduced effectively
by about two-thirds.

The optimal control for ¢t = 1 and B = 0.5 is given by figure 9. Control is applied to the
lower right corner where there are more infected raccoons. More effort is applied to nearby
cells on the bottom row than to the corner cells to prevent the spread of rabies from the two
sources.

4.4 Discussion on the effects of parameter change

We also calculated our results for a variety of different parameter values. If we increase e,
which is the effectiveness of the vaccine to a susceptible raccoon eating a bait, then the
immune raccoons increase because more susceptibles move to the immune class; also the
control effort increases and keeps the same pattern, e.g. if the disease starts from the corner,
more effort concentrates on the front of the disease rather than right at that corner. If we
increase e, which is the (weighted) consumption rate of the vaccine taken by the susceptible

infecteds

susceptibles

1 2 3 4 5 6 1 2 3 4 5
t=4, no control t=4, no control
(a) Susceptibles: no control, t= 4 (b) Infecteds: no control, t = 4

Figure 7. Susceptible and infected raccoons, without control, disease starts at 2 corners, t = 4.
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Figure 8. Infected raccoons, disease starts at 2 corners, B = 0.5, ¢ = 4.
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Figure 9. Optimal control, disease starts at 2 corners, B = 0.5, = 1.

and immune raccoons, the vaccine decreases and so does the immunes. Note that e, cannot
be large, otherwise there will no vaccine dynamics, as the vaccine only equals the additional
baits added. If e; is large, many baits are consumed so that the only baits at time 7 4+ 1 are
from the baits added by time . When the transmission rate § decreases, the control effort
also decreases. Since the 8 term is proportional to the fraction of the infecteds, the g cannot
be very small, otherwise the disease is not able to spread and no control effort is needed.
If we increase the size of the grid N, it takes a longer time to run the code but the same
pattern occurs; in this case, we need to increase the initial population size to ensure the disease
spreads out.

5. Conclusion

Our objective has been to develop a method and model to determine different optimal distribu-
tions of vaccine to control rabies spread. We illustrate the approach using three scenarios: two
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different disease start locations with a homogeneous initial distribution and a heterogeneous
initial distribution. The control results show how the optimal bait distribution depends on the
initial location of the disease outbreak and the distribution of raccoons throughout the grid.
If the disease starts from a corner, more control is applied around that corner than exactly on
the corner to prevent the spread of the disease. If the disease starts in the center, with more
directions to spread, more control is applied at the start location. If the disease starts from
two corners and one has more infecteds than the other, control is applied to prevent the two
sources coming to meet each other.

The results here are relatively simple implementations to illustrate the methods and appli-
cations to very basic disease distributions. The method can be readily extended to evaluate
optimal vaccination distribution strategies with other spatially heterogeneous interactions,
larger spatial grids, and different movement assumptions. For example, information about
details of the landscape which affect raccoon movement can be accounted for through spa-
tially varying movement matrices. The method can also be applied to determine how robust
vaccination strategies are to uncertainties in vaccination effectiveness, transmission rates and
other parameters. Given the difficulty in estimating transmission rates from field data, models
such as this are potentially very useful in determining whether these rates greatly impact the
effectiveness of different disease management strategies.
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